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Agenda:


Data Center Energy Efficiency Example
•
Q1- Discussion: Perceiving, learning, abstracting, reasoning
•
Q2 - Hand-crafted knowledge and its limitations
•
Q3 - Learning from examples
•
Q4 - Benefit of context in ML systems
•






















Examples of ML Problem: data center energy efficiency







Mechanical Plant at a Google Data Center:









































Energy Efficiency of the data center (Ideal value is 1)




































Features that affect the energy efficiency of the data center



































Question:  

Some of these features can be controlled by the data center.  Some can not.  How would you 
use measurements of all of these features in order to make the data center as energy efficient 
as possible?




























































Results from a machine learning approach using neural networks 






































































































Provide a meaning and example of the following terms: 
 
 

 
 
 

perceiving 
 
Meaning: ___ identify / discern objects in the world. identifying what is in a signal 
Examples: ___ identify cat or face in, image classification, object detection, voice 
recognition  
 
learning 
 
Meaning: ___ forming an association between input and output. forming a rule for 
predicting output from input.  Improving performance on a specific task by 
experience 
Examples: ___ learning what a cat is, recommender systems 
Non-examples: ___ 
Is it possible for neural networks to be useful even when they aren’t used for learning 
(that is, even if no data from the real world is provided)?  Yes, it is possible.  Look up 
“Deep Image Prior” if interested.  
 
abstracting 
 
Meaning: ___ identifying a concept that unifies observations in a natural way.  Taking 
knowledge from one domain and applying it to another 
Examples: ___ There is a canonical shape of a letter or number, independent of the 
specific way it was drawn (typed, handwritten, drawn in sand).  Determining the laws 
of physics 
Non-examples: ___ build a NN that predicts the evolution of a flame 
 
 
reasoning 
 
 
Meaning: ___ making chained deductions based on logic 
Examples: ___ 
Non-examples: ___ 



 



























Example of perceiving











































































What is machine learning and how does it related to AI and to Deep Learning? 
 

 
 
 
 
	 	 	 — Kevin Murphy





 
 

	 — Mauro and Valigi  
 
 
Relationship of ML to AI and 
Deep Learning 
 
 
 
 
 
 
 
 
 



 
 
 

 
 
 
 
 
 
 
 
 
 
 

Question 2: Provide an example of what handcrafted knowledge could 
be in the context of understanding audio or image data 
 
________________  
________________Audio (humans have emotions, identifying frequency bands of a 
voice, there are different accents) 
________________ 
 
 



 
 
Comparison of deep learning with conventional machine learning and the 
limitations of hand-crafted knowledge





























Example of feature engineering: HOG (Histogram of Gradients) Features





























Example of feature engineering: SIFT (Scale-invariant feature transform) Features


































Example of hand-crafted knowledge in natural language processing: Sentiment analysis

























































































































Other challenges of traditional programming approaches:

May not be adaptable 

Large amount of computing (e.g. deep search tree)

Limited to expertise of programmers 

The application be too complex for humans to understand/prescribe














































Examples of ML Problems: Playing games like chess and go



Non-ML method beat Gary Kasparov at Chess in the 1990’s




ML method beat Lee Sedol at Go in 2010’s.

















Examples of ML Problems:  
Prediction of 3d protein shape given its composition 
 




































Protein Folding by AlphaFold









Example: Image generation from a text description - DALL E 
 

























































































































Q3 The speaker makes the point that humans can learn to identify 
objects when shown only one or two examples, in contrast to 
handwriting recognition algorithms which may need 50k-100k 
examples.  What are your thoughts about this comparison? 
 
_________________  
_________________

_________________

_________________
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Q4 The speaker suggests that a handwriting recognition system that 
understands context via a handwriting model (sequential strokes of a 
pen) could improve classification decisions.  Provide and walk through 
an example of a specific image where a misclassification may be made 
without such a model and the correct classification may be made with 
the model. 
 
_________________ 
_________________

_________________

_________________















































































Supervised Learning Pipeline:






















training
data








































































































 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


